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Abstract—Deep learning (DL) algorithms have been widely in-
tegrated in various aspects of wireless communications research.
In this paper, we investigate, in an Internet of Things context,
the secrecy energy-efficiency (SEE) of a multi-user downlink
non-orthogonal multiple access (NOMA) system in the presence
of a passive eavesdropper. Hence, we formulate the convex
optimization problem as maximizing the SEE defined as the
trade-off between the secrecy sum-rate and the power budget.
Notably, this optimization problem has been recently solved in
a closed form. The solution can also be utilized to efficiently
maximize the ratio between the secrecy sum-rate and power
consumption, requiring only a line search. This approach is
then used to generate training, validation, and test datasets. Our
method relies on a deep neural network designed for resource
allocation. The benefits of using a deep neural network include
achieving optimal resource allocation results while minimizing
complexity and latency. The results presented in this paper high-
light the superiority and efficacy of DL optimization compared
to traditional iterative search methods.

Index Terms—Deep learning, non-orthogonal multiple access
(NOMA), physical layer security (PLS), secrecy energy-efficiency
optimization

I. INTRODUCTION

While we are still waiting for the Internet of Things (IoT)
to fulfil its promise it becomes crucial to deal efficiently
with a massive number of devices, especially in terms of
power consumption but also in integrating security consid-
erations [1], [2]. To address the potential massive number of
devices, non-orthogonal multiple access (NOMA) is a very
promising technique to improve the spectral efficiency, making
it particularly adapted to IoT applications. As opposed to
the traditional orthogonal multiple access (OMA) currently in
use, under NOMA multiple users are served over the same
resource block (time or frequency). Hence, managing the
incurred interference is crucial, one usual approach being to
use superposition coding at the transmitter side and successive
interference cancellation (SIC) at the receiver side [3], [4].

A second key issue in IoT networks is the lifetime of
the end-devices, meaning that energy efficiency (EE) aspect
is a must, without compromising the minimum quality of

This work has been carried in the context of the project Beyond5G, funded
by the French government as part of the economic recovery plan, namely
“France Relance” and the investments for the future program.

service (QoS) constraints. Consequently, resource allocation
for energy-efficient communications is a significant topic of
research, and several works have been proposed for NOMA
systems [5], [6].

In this work we consider the downlink in IoT networks.
This link is poorly addressed in current Low Power Wide
Area Networks (LP-WAN) such as LoRa, mainly because it
is energy-intensive to maintain wake-up periods in the end
device. This link, however, is shared by many devices and
information exchange is likely to be listened by eavesdroppers.
Thus, the implementation of security measures is essential
to protect the confidentiality and integrity of transmitted
data. Physical Layer Security (PLS) techniques have been
proposed in Wyner’s seminal work [7]. While cryptography-
based approaches mainly rely on computational capabili-
ties, PLS exploits instead the dynamic features of wireless
communications, such as interference, fading, and noise. In
this context, instead of focusing on achievable rates, secrecy
achievable rates are considered. They measure the difference
between the rate achieved by the legitimate user and by the
eavesdropper [7].

The question addressed in this paper is to propose an
algorithm to allocate powers in downlink communications
based on NOMA in order to minimize the transmitted power
while maximizing the secrecy rate. Our contribution consists in
an efficient, low complexity, and low latency power allocation
algorithm using deep learning (DL) to maximize the ratio
between the secrecy sum-rate and energy consumption. Results
prove to be very close to the optimal solution.

The remainder of the paper is organized as follows. Section
II gives a detailed state of the art. In Section III, we introduce
the system model. The optimization problems are defined and
solved in section IV. In Section V, the proposed DNN-based
power allocation is described. In Section VI, numerical results
are presented and show the effectiveness of our proposed DNN
approach. Finally, we conclude this article in Section VII.

II. PREVIOUS WORKS

Recently, there has been a growing focus on research regard-
ing artificial intelligence (AI)-driven methods in wireless com-
munications [8]. AI techniques provide a good performance-
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complexity trade-off by using low-complex architectures to
efficiently learn the patterns related to the studied prob-
lems [9]. Deep neural networks (DNNs) are one of the most
widely adopted AI techniques, that are designed to emulate the
functions and structures of the human brain [8]. Intensive work
has been carried out in literature where AI-based resource
allocation in the NOMA system is considered [10]–[15].
The aim behind these works is to tackle the drawbacks of
using traditional convex optimization techniques [16]–[18] in
the context of resource allocation. These traditional methods
are based on iterative algorithms to find optimal solutions,
leading to high computational complexity and time costs.
Therefore, conventional resource allocation approaches may
be inadequate for emerging Beyond 5G (B5G) and Sixth
Generation (6G) systems, since they could struggle to meet
the extremely low latency demands of next-generation wireless
networks.

Zhang et al. [10] investigated a DL-based approach to
resource allocation in a NOMA system involving two users
and one eavesdropper. The study demonstrated the ability
to optimize allocations with low complexity. The authors
used convex optimization techniques to address the basic
optimization problem, focusing on maximizing the secrecy
rate and facilitating the creation of training, validation and test
datasets. Then, a DNN approach was implemented to learn and
optimize resource allocation. The results obtained suggest that
the proposed DNN can efficiently perform resource allocation
with low complexity and latency. Jameel et al. [11] propose
a DNN to maximize the secrecy rate of energy harvesting
cooperative NOMA users communicating in the presence of
an energy harvesting eavesdropper. In their paper, they initially
address the optimization problem using a conventional iterative
search algorithm. Subsequently, they employ DL to determine
the optimal power allocation. The results demonstrate the
robustness and superiority of DL-based optimization over
conventional iterative search algorithms. Other authors have
studied resource allocation problems using DL to maximize
energy efficiency (EE) [12] and total system throughput [13]–
[15]. In [12], the authors propose the application of DL for
power allocation to reduce the impact of imperfect successive
interference cancellation (SIC) in an EE context for downlink
NOMA systems. In their study, the authors first solve the
non-convex EE optimization problem using an exhaustive
search method. Then, a DNN is trained to predict the power
allocation derived from the optimization process. Simulation
results confirm that the proposed scheme offers near-optimal
performance with very low computational complexity. In [13],
the authors propose a DL-based approach to maximize the
throughput of NOMA based Relay-Aided Device-to-Device
transmissions. They first derive the optimal solution using a
convex optimization paradigm and obtain reliable data for
training and testing the DNN. The results show that the
DNN provides promising outcomes in both sum rate and
computational complexity. Similar to [13], Saetan et al. [14]
employ DL to predict optimal power allocation in a multi-
user downlink NOMA system. Their results reveal that the
proposed scheme can achieve a sum rate performance close
to the optimal scheme but with much lower computational

complexity. Lin et al. [15] develop a DL-based approach to ob-
tain an efficient resource allocation strategy, which maximizes
the transmission rate in simultaneous wireless information and
power transfer (SWIPT) NOMA system with power splitting
technology. In [19], the authors use DL to minimize the total
transmit power in a SWIPT and a multi-carrier NOMA system
(MC-NOMA). First, the authors focus on the non-convex
nature of the problem, using conventional algorithms based
on iterative search. Then, they introduce an efficient DL-based
approach and obtain a solution close to the optimal one. Their
numerical results indicate that the DL-based approach devel-
oped can achieve a level of performance in terms of energy
consumption comparable to the exhaustive search method and
the genetic algorithm.

If the literature review underlines the potential benefits of
machine learning for power allocation, it also shows that
research into the secrecy energy-efficiency (SEE) performance
of multi-user NOMA systems is very limited.

To advance this promising area of wireless communica-
tions, our contribution involves the deployment of deep neu-
ral networks to address the challenges associated with non-
convex power allocation, aiming to maximize the secrecy
energy-efficiency in scenarios where multiple NOMA users
communicate in the presence of a single eavesdropper. The
latter is defined as the ratio between the secrecy sum-rate
(SSR) and energy consumption, as considered in [18]. Our
methodology takes into account the individual QoS and power
constraints of each user. To the best of our knowledge, the use
of machine learning techniques to derive the power allocation
policy that maximizes the SEE for NOMA in multi-user
downlink has never been explored before. First, we formu-
late the problem of maximizing the secrecy energy-efficiency
defined as the trade-off between the SSR and the total power
consumption [20]. Secondly, the derived analytical solution
can be utilised to maximize the ratio between SSR and power
consumption. To this end, Dinkelbach’s iterative procedure
is simplified by a linear search [20], generating a complete
training dataset. Then, we train the proposed deep neural
network using this dataset. Following the training phase, we
perform a comparison analysis of the secrecy energy-efficiency
and average computation time between our approach and
conventional methods. The simulations that follow highlight
that the proposed DNN achieves near-optimal secrecy energy-
efficiency, accompanied by a significant reduction in average
computation time compared to conventional approaches.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this work, we consider a network composed of a single
transmitter, the base station (BS), K legitimate users and a
passive eavesdropper. To cope in a spectral-efficient manner
with the arbitrary number of users K ≥ 2, NOMA is employed.
As such, the BS uses superposition coding and broadcasts
X = ∑K

i=1
√
piXi, where Xi denotes the message intended to

user i ∈ J1,KK such that E[∣Xi∣2] = 1 and pi is the allocated
power for user i restricted by the power budget of the BS such
that ∑K

i=1 pi ≤ Pmax. Beside the aforementioned total power
constraint, each user i is also required to meet a minimum
QoS constraint in terms of its achievable data rate Rmin,i.
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The received signal at the k-th legitimate user and at the
eavesdropper are given as

Yk = hk

K

∑
i=1

√
piXi +Zk, and Ye = he

K

∑
i=1

√
piXi +Ze, (1)

where hk and he denotes the channel gain between the BS
and the k-th user and between the BS and the eavesdropper
respectively; Zk ∼ N (0, σ2

k) and Ze ∼ N (0, σ2
e) are the

Additive White Gaussian Noises (AWGN) at the k-th user and
eavesdropper respectively. Throughout this paper, we assume
that perfect channel state information is available at the BS.

Let us now define Γk=h2
k/σ2

k for k ∈ J1,KK and Γe=h2
e/σ2

e .
Without loss of generality, we assume that the channel gains
are ordered as

Γ1 ≤ ⋯ ≤ ΓM−1 ≤ Γe < ΓM ≤ ⋯ ≤ ΓK−1 < ΓK . (2)

To deal with the multiple users superposed in the resource
blocks, SIC decoding is used by the legitimate receivers to
decode the messages. We assume that the eavesdropper also
applies SIC to detect all users’ messages. Under SIC decoding,
a given user first decodes the messages of users with larger
allocated powers, while it suffers interference from users with
lower allocated powers. The achievable rate Rk to decode the
message of user k at the legitimate k-th receiver, and the
achievable rate Re

k to decode the message of user k at the
eavesdropper are respectively given as [18], [20]

Rk (p) =
1

2
log2 (1 +

h2
kpk

h2
k(pk+1 +⋯ + pK) + σ2

k

) , (3)

Re
k (p) =

1

2
log2 (1 +

h2
epk

h2
e(pk+1 +⋯ + pK) + σ2

e

) , (4)

where p = (p1, . . . , pK) denotes the power allocation vector.
In the context of physical layer security, the figure of merit

is the secrecy rate, which is defined as the gap between the data
rate achieved by the legitimate user and by the eavesdropper
to recover the same message. As such, we can define for each
user k ∈ J1,KK its achievable secrecy rate as [18], [20]

Rs
k (p) = [Rk (p) −Re

k (p)]
+
, (5)

where [x]+ =max{0;x}.
In order to improve the presentation of our results, let us
denote by Rs the achievable sum secrecy rate, given as

Rs (p) =
K

∑
k=1

Rs
k (p) =

K

∑
k=M
(Rk (p) −Re

k (p)) . (6)

As in [20], the secrecy energy-efficiency is measured via
the scalarized trade-off between secrecy sum-rate and power
consumption:

SEE (p) ∶=
K

∑
k=1

Rs
k (p) − α(

K

∑
k=1

pk + Pc), (7)

where Pc denotes the circuit power consumption accounting
for all blocks implemented at the receiver and transmitter
side. The trade-off parameter α ≥ 0 allows to switch be-
tween a secrecy-driven optimization problem and a power-
consumption driven one, by respectively setting small or large
values of α.

As such, the considered optimization problem under study
writes as

(SEE) max
p

SEE (p) ,

such that θk ≥ Akθk+1 +
Ak − 1
Γk

, k ∈ J1,KK, (C1)

θ1 ≤ Pmax, (C2)

where we have used the following notations:

Ak = 22Rmin,k , θk =
K

∑
i=k

pi, k ∈ J1,KK, and θK+1 = 0. (8)

In the optimization problem (SEE), the constraint (C1) corre-
sponds to the K individual QoS constraints, and is obtained by
rewriting Rk ≥ Rmin,k, whereas the constraint (C2) accounts
for the total power budget of the BS.

IV. RESOURCE ALLOCATION SCHEME WITH
CONVENTIONAL APPROACH

In this section, we present the closed-form solution for
the convex optimization problem (SEE), as detailed in our
previous work [20]. In addition, this solution is used to
maximize the SEE metric, as reported in [18].

A. Optimal Power Allocation

The convex problem in (SEE) can be efficiently solved by a
closed-form solution. To ensure a complete understanding, we
formulate the necessary and sufficient feasibility conditions,
as well as the closed-form expression for the optimal power
allocation policy, denoted by p∗. Interested readers are referred
to [20] for proofs and further developments.

Corollary. [in [20], Proposition 1, Theorem 2] The optimiza-
tion problem (SEE) is feasible if and only if

Pmax ≥ Pmin ∶=
K

∑
k=1

Ak − 1
Γk

k−1
∏
j=1

Aj , (9)

where Pmin denotes the total minimum power required for
all the K individual QoS constraints to be met with equality.
When (SEE) is feasible, the optimal power allocation is
obtained in closed-form as follows:

p∗k(α) =(Ak − 1)(
1

Γk
+ p∗K(α)

K−1
∏

i=k+1
Ai

+
K−1
∑

i=k+1

Ai − 1
Γi

i−1
∏

j=k+1
Aj

⎞
⎠
, k ∈ J1,K − 1K,

p∗K(α) =min{max{p̄K(α), l}, u} , (10)
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where l, u and p̄K(α) are given by the equations below:

l =AK − 1
ΓK

, (11)

u = 1
K−1
∏
i=1

Ai

⎛
⎝
Pmax − Pmin +

AK − 1
ΓK

K−1
∏
j=1

Aj

⎞
⎠
, (12)

p̄K(α) =
−(αγ2ΓK (1 + γ1Γe) + αγ2Γe

K−1
∏
i=M

Ai) +∆1/2

2(αγ2ΓKΓe

K−1
∏
i=M

Ai)

(13)

with

γ1 =
K−1
∑
i=M

Ai − 1
Γi

i−1
∏
j=M

Aj ; γ2 = 2 ln 2
K−1
∏
i=1

Ai;

γ3 =ΓK (1 + γ1Γe) − Γe

K−1
∏
i=M

Ai;

∆ = (αγ2γ3)2 + 4αγ2γ3ΓeΓK

K−1
∏
i=M

Ai (14)

B. Sum Secrecy Rate vs Power Consumption Ratio

The result from the previous section gives us when varying
α the Pareto front of the bi-objective optimization problem,
maximizing both SEE and EE. To reduce the solution to a
single point, we consider another very relevant secrecy energy-
efficiency measure, defined as the ratio between achievable
sum secrecy rate and total power consumption [18]:

SEE′ (p) = ∑
K
k=1R

s
k (p)

∑
K
k=1 pk + Pc

. (15)

Observe that this metric can also be maximized using our
closed-form optimal power allocation policy provided in the
above Corollary. Indeed, since the numerator of SEE′ is a
concave function of the power allocation vector, and since the
denominator is linear in the power allocation vector, using
fractional programming [21], maximizing SEE′ is equivalent
to finding the fixed point of the function

F (α) =
K

∑
k=1

Rs
k (p∗ (α)) − α(

K

∑
k=1

p∗k(α) + Pc) .

It can be achieved using Dinkelbach’s algorithm (see Algo-
rithm 1).

Algorithm 1 Dinkelbach Algorithm Maximizing SEE’
1: Initialization: ε > 0, α = 0
2: while F (α) ≤ ε do
3: Compute optimal power allocation p∗(α) using (10)

4: Update F (α) =
K

∑
k=1

Rs
k (p∗ (α)) − α(

K

∑
k=1

p∗k(α) + Pc)

5: Update α = SEE’(p∗(α))
6: end while

Hidden Layers

1

2

1

2

1

2

1

2

1 LInput Output

Fig. 1. DNN architecture showing the input, output, and hidden layers.

TABLE I
PROPOSED DNN PARAMETERS.

(Hidden layers; Neurons per layer) (2;200-200)
Activation function ReLU (y =max(0, x))
Number of epochs 200
Training samples 80000
Testing samples 20000
Batch size 256
Optimizer ADAM
Loss function MSE
Learning rate 0.001

V. RESOURCE ALLOCATION SCHEME WITH DNN
APPROACH

A. DNN Overview

DNN network functionality lies in the input-output mapping
performed by learning their correlation during the training
phase. The general DNN architecture consists of an input layer
followed by L hidden layers and an output layer as shown
in Figure 1. The output of the l-th hidden layer denoted as ol

can be expressed as follows:

ol = fl(bl +Wlil), il+1 = ol. (16)

where Wl ∈ RJl×Jl−1 , and bl ∈ RJl×1 refer to the weight
matrix and the bias vector of the l-th hidden layer consisting
of Jl neurons, respectively. fl is a vector resulting from
the stacking of the activation functions of the Jl neurons
within the l-th hidden layer. We note that the DNN input
and output are represented by i = [i1, i2, ..., iN ] ∈ RN×1 and
o = [o1, o2, ..., oM ] ∈ RM×1, where N and M refer to the
number of DNN inputs and outputs, respectively.

The main DNN trainable parameters can be described as β =
(W ,B), where the objective of the DNN training is to select
β that minimizes the defined loss function Loss(β) defined as
follows:

Loss(β) = argmin
β
(o(P)
(L) − o

(T)
(L)). (17)

The loss function in (17) quantifies how far apart the
predicted DNN outputs o(P)

(L) from the true outputs o(T)
(L). Hence

the overall DNN training procedure can be summarized in
two main steps: (i) Calculate the loss and (ii) update β. This
training procedure is carried over Ntrain training samples for
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sufficient training epochs to guarantee the DNN convergence,
i.e., the loss is minimized. This iterative process updates β as
follows:

βnew = β − ρ
∂Loss(β)

∂β
. (18)

ρ denotes the learning rate of the DNN that controls how
quickly β is updated. Small ρ leads to a smaller updated
β in each iteration, where it requires more training time.
Whereas large ρ result in rapid β updates where less training
time is required. It is worth mentioning that this minimization
problem can be tackled by various optimization algorithms
including stochastic gradient descent, root mean square prop,
and adaptive moment estimation (ADAM) [22]. After training
the DNN network, its performance is evaluated in the testing
phase where unseen data are given to the employed DNN
network.

B. Proposed DNN-based Power Allocation Scheme

We propose a DNN-based approach that is a DL-based
alternative since DL can solve more efficiently the opti-
mization problem than classical solutions by automatically
detecting their heuristics based on training data. Our objective
is to maximize the secrecy energy-efficiency ratio, where
the channel gains of the users and eavesdropper are given
as input to the employed DNN network that predicts the
power allocation coefficients. Hence the DNN input and output
vectors will be i = [h1, h2, ..., hK , he] ∈ R(K+1)×1 and
o = [p̂∗1, p̂∗2, ..., p̂∗K] ∈ RK×1, respectively. Table I shows the
employed DNN hyper parameters where a 2 hidden layers
architecture is employed with 200 neurons per layer. We recall
that the perfect channel is used in this approach, where the
objective of using the DNN is to predict the power allocation
coefficients. However, using an imperfect channel is kept as
a future work. Finally, the DNN predicted power allocation
coefficients are substituted in (15) to calculate the DNN-based
secrecy energy-efficiency ratio.

VI. SIMULATION RESULTS

In this section, we present numerical results to evaluate the
performance of our proposed DL-based joint resource allo-
cation approach. This evaluation is based on a comparison of
predicted results with those obtained using the Dinkelbach op-
timal algorithm, for maximizing the secrecy energy-efficiency
ratio of the multi-user downlink network considered in the
presence of a eavesdropper. Additionally, we compare NOMA
with its counterpart based on OMA, as discussed in [20].
We set the noise variance for all users and the eavesdropper
to σ2

k = σ2
e = −60 dBm, Pc = 30 dBm. The channel gains

are hk = gk√
1+da

k

(gk ∼ N (0,1)), he = ge√
1+da

e

(ge ∼ N (0,1)),
where dk and de are distances between the devices and the
BS, whose locations are drawn from a uniform distribution
in a square of 1km2. The path loss exponent is a = 3.
Unless otherwise specified, all users are required to respect
a minimum data rate of Rmin,k = Rmin = 0.05 bit/s/Hz. We
note that the training is performed once for each K users
configuration and the considered datasets are obtained using

Fig. 2. Secrecy Energy-Efficiency (SEE’) versus the total transmit power
available at BS obtained by iterative and DNN approaches for K = 3 users.

Fig. 3. Secrecy Energy-Efficiency (SEE’) versus number of users K under
NOMA and OMA obtained by iterative and DNN approaches for Pmax = 40
dBm.

the Dinkelbach algorithm. The curves are averaged over 105

independent channel realizations.
Figure 2 illustrates the secrecy energy-efficiency under

NOMA and OMA obtained by conventional and DNN ap-
proaches versus transmit power. It can be noticed that NOMA
always outperforms OMA in terms of SEE’ when the transmit
power increases. Moreover, the proposed DNN approach is
capable of achieving a similar secrecy energy-efficiency per-
formance as the optimal solution.

Figure 3 shows the SEE’ under NOMA and OMA as a
function of the number of users K. We can clearly notice that
the performance of the benchmarked approaches is better in
NOMA regardless of K. Moreover, as K increases, the SEE’
decreases for OMA with both approaches. On the other hand,
in the case of NOMA, this metric achieves its maximum value
when the network includes K = 6 users, and then gradually
decreases. In addition, the proposed DNN-based approach
demonstrates the capability to achieve a comparable secrecy
energy-efficiency performance to the Dinkelbach optimal so-
lution.

Figure 4 depicts the impact of the number of hidden
layers on the secrecy energy-efficiency (left axis) and the
average computational time of the test dataset (right axis),
for K = 3 users and Pmax = 40 dBm. It can be seen that
the influence of increasing the number of hidden layers on
the SEE’ is marginal. However, the average time for testing
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Fig. 4. Secrecy Energy-Efficiency ratio (left axis) and average time (right
axis) as a function of the number of hidden layers for K = 3 users.

TABLE II
AVERAGE EXECUTION TIME.

Optimal DNN, 2 Hidden Layers Ratio (%)
Avg. time 3.48 × 105 s 0.4 s 0.000011

set increases as the number of hidden layers increases. In
other words, adding more hidden layers does not significantly
improve performance, but it does increase the computational
complexity of the neural network.

Table II shows the average time for both approaches. The

time is calculated as ζ̄ =
Nt
∑
n=1

Θn

Nt
, where Θn represents the

time taken by the DNN to calculate the solution for the n-th
sample. The total number of testing samples, denoted as Nt

and specified in Table I as 20000, is used in the calculation.
The ratio is determined by dividing the average time of the
DNN by the average time for the iterative approach. The
table shows that the DNN approach does not require more
than 0.000011% average time compared to the Dinkelbach
optimization approach.

To sum up, we show that the DNN approach takes
0.000011% computing average time to achieve no less than
97% (cf. Figure 3, for K = 2) secrecy energy-efficiency per-
formance compared to the Dinkelbach optimization approach.

VII. CONCLUSION

In this paper, we proposed a DNN-based resource allocation
approach that aims to maximize the secrecy energy-efficiency
in a multi-user downlink NOMA system in the presence of a
passive eavesdropper. The formulated trade-off between the se-
crecy sum-rate and the power consumption is first introduced.
After that, a closed-form solution is presented and used to
maximize the ratio between the secrecy sum-rate and power
consumption. To further reduce the computational complexity
as well as the latency, a DNN-based approach is proposed
where the channel gains of the users and the eavesdropper
are fed as an input to the employed DNN that predicts the
power allocation coefficients. Simulation results demonstrate
that the proposed DNN-based approach provides a secrecy
energy-efficiency performance close to that of the optimal
scheme but with much lower complexity and latency. As a
future perspective, the efficiency of the proposed approach

will be tested and finetuned taking into consideration imperfect
channel estimates.
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