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Abstract. The rapid evolution of beyond fifth-generation (B5G) and
sixth-generation (6G) networks has significantly driven the growth of In-
ternet of Things (IoT) applications. These applications are characterised
by: a massive connectivity, high security level, trust, wireless coverage,
also ultra-low latency, high throughput, and ultra-reliability, especially
for real-time oriented sessions or sensor like cameras. While traditional
protocols like MQTT and CoAP are inadequate for such types of appli-
cations, under certain conditions, the 3GPP standard Session Initiation
Protocol (SIP) emerges as a promising solution. However, SIP faces var-
ious Distributed Denial of Service (DDoS) threats, as INVITE flooding
attacks presenting a significant challenge. This work presents a GRU-
based Intrusion Detection System (IDS) to detect SIP-INVITE flood-
ing attacks. Leveraging recurrent neural networks, the IDS efficiently
process sequential SIP traffic data in real time, identifying attack pat-
terns effectively. The GRU’s ability to capture temporal dependencies
enhances accuracy in classifying and detecting attack behaviors. The re-
sults demonstrate that the framework can effectively detect and mitigate
INVITE flooding attacks of different intensities, under practical settings.
The performance results show that the proposed framework is robust and
can be practically deployed, e.g., inference time less than 800 µs and a
marginal rate for the misclassified traffic.

Keywords: SIP protocol · DoS/DDoS · SIP-INVITE flooding attack ·
Recurrent Neural Networks · IoT

1 Introduction

The Internet of Things (IoT) has become a powerful and transformative force,
driven by the goal to improve safety, efficiency, and sustainability for a wide
range of applications. IoT is one of the most promising technological advance-
ments on the horizon is the integration of sixth-generation (6G) networks and
the evolution beyond 5G (B5G) as it has proven capacity for innovation and en-
hancement. This development has the potential to revolutionize communication
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systems by optimizing processes within smart cities, industries, or powering the
seamless operation of intelligent transportation systems (ITS). This also by in-
troducing high speeds, ultra-low latency, and a vastly expanded capacity. These
attributes are indispensable for accommodating the expected exponential growth
in connectivity. The convergence of the Internet of Things (IoT) with 6G and
B5G networks presents an unprecedented opportunity to transform the digital
landscape. This technologies integration will enable the deployment of innova-
tive IoT applications that require real-time constraints, reliable communication
channels, efficient and predictive resource management, and robust security sys-
tems.

In this context, the network communications require ”lightweight” protocols
for session initiation and control, such as Message Queuing Telemetry Transport
(MQTT) and Constrained Application Protocol (CoAP). However, MQTT and
CoAP are not applicable in advanced IoT applications that require high data
rates and low latency [22, 23]. Session Initiation Protocol (SIP) is considered as
a good candidate, for supporting a wide variety of IoT application scenarios [7,
11, 22, 23]. Besides instant messaging, it is suitable for handling short or long
session semantics for streaming data and publish-subscribe semantics for event
notifications, e.g., subscribe, publish, notify or method, thereby enabling more
sophisticated IoT network operations. The Session Initiation Protocol (SIP) is
well-suited for this purpose and functions as a signaling protocol designed for
multimedia communication [9, 22, 23]. Nevertheless, one of the major SIP Dis-
tributed Denial of Service (DDoS) attacks is the INVITE flooding attack [5]. In
this attack, malicious users flood the proxy or SIP server with a high volume of
malicious INVITE messages with the aim of disrupting the service.

In this paper, we propose a comprehensive framework specifically designed to
detect SIP INVITE flooding attacks. Recent approaches to detecting SIP-DDoS
attacks focus mainly on analyzing the content of SIP messages or the entire
SIP dialog [14, 16]. However, these works have not been studied to analyze SIP
traffic in time intervals. This temporal segmentation makes it possible to sys-
tematically examine and evaluate SIP communication patterns, while facilitat-
ing timely anomaly detection and improving the overall effectiveness of the IDS.
The proposed framework is designed to address the unique challenges posed by
such attacks, and to provide an effective defense mechanism against DoS/DDoS
threats targeting SIP infrastructures. The core of the proposed framework is a
Gated Recurrent Unit (GRU) based Intrusion Detection System (IDS). By har-
nessing the power of recurrent neural networks, the IDS can effectively process
sequential SIP traffic data and identify patterns indicative of INVITE flooding
attacks. The GRU’s ability to capture temporal dependencies makes it a valu-
able asset in recognizing attack behaviors with high accuracy. To evaluate the
proposed IDS, the Train/Test/Validation protocol was employed, a widely-used
technique for assessing the model’s performance. Furthermore, an independent
test dataset was used to validate the IDS’s effectiveness. The results demon-
strate the framework’s ability to accurately detect and mitigate INVITE flood-
ing attacks, even under different attack intensities, showcasing its robustness and
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practicality in real-world settings. The proposed framework is available online 1,
containing the code, dataset and learning models. The main contributions are
the followings:

– Generating a realistic dataset: to ensure the effectiveness of the framework,
a diverse and realistic dataset was generated using the SIPp [19] and Mr.SIP
[21] tools. This dataset contains a legitimate and malicious INVITE messages
with different scenarios and message rates, providing a solid basis for training
and evaluating our proposed deep learning based IDS.

– Proposing a reliable and reproducible evaluation protocol: a strategy for
encoding SIP message frames is proposed to facilitate learning model con-
vergence. Several recurrent neural network models are confronted in order to
study their ability to detect anomalies in different attack scenarios. A study
of detection accuracy and inference time is carried out.

The paper is structured as follows. Section 2 reviews the related work, dis-
cussing existing research in the field. Section 3 presents the proposed frame-
work, detailing the experimental platform, the dataset generation process, and
the approach for detecting SIP DDoS attacks. Section 4 describes the detection
methodology, and Section 5 presents the results obtained from deploying the
proposed approach. Finally, we conclude by highlighting the key findings and
suggesting directions for future research.

2 Related Works

The related literature shows that DDoS attacks can be considered as one of
the most predominant threats in IoT networks [6, 8, 12, 15]. DDoS attacks pose
significant challenges to the security and stability of IoT infrastructures due to
their ability to disrupt services by overwhelming target systems with a mas-
sive flow of malicious traffic. This section provides an overview of the proposed
dataset for SIP-DoS/DDoS transactions, as well as a review of various studies
that address approaches to detecting SIP anomalies in terms of data encoding
and technologies used.

2.1 SIP dataset

Few datasets have been proposed in the literature for analyzing DDoS attacks.
Alvares et al. [1] introduce a dataset dedicated to Voice over Internet Protocol
(VoIP) networks, while considering various DoS/DDoS attack types, including
the INVITE flooding attack. Nassar et al. [13] present a dataset with multiple
SIP-DoS/DDoS attacks, including INVITE flooding. They used ”Inviteflood”
tool with two intensity scenarios: 100 and 1000 requests per second.

However, these two existing datasets suffer from same limitation or lack of
details as they do not provide a comprehensive details regarding the considered

1 Repository: https://gvipers.imt-nord-europe.fr/benjamin.allaert/sip-ddos
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specific attack, especially they do not consider the various types of SIP-INVITE
flooding attacks and scenarios. Additionally, they do not address the critical
issue of invalid IP addresses, in case of IP spoofing attacks. This information
can provide a more holistic and realistic representation of practical intrusion
scenarios. These shortcomings tend to reduce the ability to properly evaluate
IDSs for SIP-INVITE attacks.

2.2 SIP anomalies detection

Recent approaches to detecting SIP-DDoS attacks focus mainly on analyzing
the content of SIP messages or the entire SIP dialog. Pereira et al. [17] present
an IDS model for recognizing SIP signaling patterns to identify abnormal SIP
dialogs within observed SIP sequences. Their core approach is based on a LSTM
architecture. They compared their methods to a probabilistic-based solution and
found that their methods achieved higher detection scores in a shorter time. Ex-
tension[16] have been proposed for signaling SIP attacks based on Convolutional
Neural Networks (CNN) architecture. The performance evaluation demonstrates
that both the CNN and LSTM models achieve similar effectiveness in detect-
ing the most probable SIP dialog identifier. Nazih et al. [14] introduce an IDS
based on the RNN architecture, designed to analyze message content and iden-
tify SIP-INVITE flooding attacks. To evaluate the effectiveness of their proposed
solution, the authors conduct experiments using a dataset that includes real le-
gitimate SIP messages (normal usage), while the malicious messages (INVITE
flooding attacks) are generated using the SIPp-DD tool [20]. However, these
works have not been studied to analyze SIP traffic in time intervals. This tem-
poral segmentation makes it possible to systematically examine and evaluate
SIP communication patterns, while facilitating timely anomaly detection and
improving the overall effectiveness of the IDS.

Several SIP message encoding and artificial data generation techniques have
been proposed to improve the ability of neural networks to detect DDoS attacks.
Nazih et al. [14] provide a character- or token-based feature extraction process.
Raw data is transformed into sequences, following by padding techniques to
ensure consistent sequence lengths. Embedding techniques are then employed to
represent the data into a format that can be exploited for a meaningful analysis
and pattern recognition, related to the SIP-INVITE message. The results clearly
demonstrate that the token-based approach combined with the GRU and LSTM
architectures give the best performance. Meddahi et al. [10] introduce Generative
Adversarial Networks (GAN) to augment SIP messages. The Authors convert
the SIP traffic data into images, enabling image-based techniques to be applied
to SIP traffic data. The final phase involves the deployment of a GAN model
utilized to generate new SIP messages. These newly generated SIP messages
are then integrated into the dataset, expanding its size and diversity, effectively.
The authors introduce a parameter γ to measure the gap between the synthetic
and real SIP-data. Nevertheless, data augmentation using techniques like GAN
introduce information loss in the SIP message fields. This limitation is critical for
message and traffic analysis in case of intrusion detection. While these techniques
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have proved effective for detecting SIP-DDoS attacks, focusing on the analysis of
SIP message content or the SIP dialog itself, they have not been proven effective
for analyzing an attack in real-time sequential SIP traffic data.

3 Framework

This section, is dedicated to describe the proposed framework. We provide a
comprehensive overview of the SIP Protocol, its core principles, and function-
alities. We also introduce the tools used in our experimentation, including the
simulation environment and data generation techniques. Finally, we outline our
SIP dataset, with a focus on the different SIP-INVITE flooding attack scenarios.

3.1 SIP protocol overview

The Session Initiation Protocol (SIP) stands as a foundational signaling proto-
col within the domain of real-time communication [RFC3261-3265], primarily
designed to initiate, maintain, modify, and terminate communication sessions
between Internet Protocol (IP) devices. SIP finds application in a diverse ar-
ray of scenarios, encompassing Voice over IP (VoIP), video conferencing, instant
messaging, and presence services.

SIP adopts a text-based protocol architecture, following a request-response
paradigm. Typically transmitted over User Datagram Protocol (UDP), although
Transmission Control Protocol (TCP) is also viable, SIP messages are structured
with a header-body format. The header comprises essential information concern-
ing message attributes, source and destination addresses, and various parame-
ters, while the body carries supplementary data, such as session descriptions or
multimedia streams.

SIP session establishment is initiated through the transmission of an INVITE
message from the caller to the callee. The INVITE message includes a session
description, detailing the caller’s preferred media types and supported codecs.
The callee, upon accepting the session, responds with a 200 OKmessage, marking
the establishment of the session. Subsequently, participants can exchange media
streams using the designated codecs.

SIP allows for session modifications and terminations via corresponding SIP
messages. To adjust a session, participants may employ a REINVITE message,
while session termination is accomplished through a BYE message. The detailed
process of the SIP call is illustrated in Fig. 1.

Distinguished by its adaptability and extensibility, SIP incorporates various
noteworthy features:

– Scalability: SIP is architected to scale efficiently, accommodating a substan-
tial user base and numerous concurrent sessions;

– Reliability: SIP ensures message reliability through mechanisms designed to
guarantee successful delivery;

– Security: SIP boasts a range of security mechanisms, encompassing authen-
tication and encryption;
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SIP invite message

Trying (SIP message 100)

Ringing (SIP message 180)

Ok (SIP message 200)

SIP ACK message

SIP Bye message

Ok (SIP message 200)

Call VoIP

INVITE sip:service@192.168.56.101:5060 SIP/2.0
Via: SIP/2.0/UDP 192.168.56.126:5060 ; branch=z9hG4bK-572440336-0
From: User5 <sip:SipPhone_192.168.56.126@192.168.56.101:5060>;tag=1159106505
To: service <sip:service@192.168.56.101:5060>
Call-​ID: 10-1827476327@192.168.56.101
CSeq: 1 INVITE
Contact: sip:SipPhone5_192.168.56.126@192.168.56.101:5060
Max-​Forwards: 70
Subject: Performance Test
Content-​Type: application/sdp
Content-​Length: 134

v=0
o=user1 53655765 2353687637 IN IP4 192.168.56.106
s=-
c=IN IP4 127.0.1.1
t=0 0
m=audio 6000 RTP/AVP 0
a=rtpmap:0 PCMU/8000

SIP-​INVITE message

SIP-​sequence transaction

Fig. 1. An overview of SIP session transaction and an example of SIP-INVITE message

– Mobility: SIP supports user mobility, allowing seamless session transition as
users move between locations.

Widely adopted in the telecommunications sector, the SIP protocol is the
backbone of VoIP and real-time communication services offered by many providers.
It also finds extensive application in enterprise solutions, including video confer-
encing and instant messaging.

Several real-world instances underscore SIP’s ubiquity:

– VoIP Calls: SIP underpins VoIP calls via mobile applications, orchestrating
call initiation and management;

– Video Conferencing: SIP facilitates the establishment and control of video
conferences, whether through web browsers or dedicated conferencing clients;

– Instant Messaging: In messaging applications, SIP may be leveraged for mes-
sage delivery;

– Presence Services: SIP plays a role in delivering presence information, in-
forming users about the online status of their contacts.

SIP stands as a versatile and influential protocol underpinning a broad spec-
trum of real-time communication applications, exemplifying its indispensable
role within contemporary telecommunications infrastructure.

3.2 SIP communication network simulation

The proposed dataset was generated using the SIPp simulator, which served as
the User Agent Client (UAC) for generating legitimate INVITE messages, and
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as the User Agent Server (UAS) for receiving and manipulating SIP call sessions.
To simulate the DDoS attack scenarios, the Mr.SIP simulator was utilized as the
malicious UAC, generating the INVITE flooding attacks. The network architec-
ture adopted for simulating SIP communication is depicted in Fig. 2, providing
an overview of the setup used for the experiments.

SIPp: UAS SIPp: UACMr.SIP: UAC

Fig. 2. Architecture of simulated network, where Mr.SIP is used for DDoS attacks
traffic generation and SIPp for SIP server and legitimate users

To ensure the quality and sophistication of the generated data, some modifi-
cations have made to the source code of the SIPp simulator. These modifications
allowed for the generation of more elaborate SIP INVITE messages, including
the main SIP fields such as the source IP address, branch number, URI, and call
number. Fig. 3 shows that SIPp is not full compliant with SIP specifications as
the fields of the original SIP INVITE message are not randomly generated. This
fields are based on a specific format that does not comply with the SIP specifica-
tions RFC 3261 [18]. As a result, the generated SIPp messages deviated from the
conventional format. The same figure shows an example of the new SIP message
generated by SIPp, after the source code modifications were made to enhance
and modify the SIP message structure. Furthermore, in addition to generating
legitimate INVITE messages, the Mr.SIP tool plays a crucial role in simulating
multiple attackers and generating DoS/DDoS attacks through IP-spoofing tech-
niques. The ability to mimic multiple attackers allows us to create realistic and
challenging scenarios, simulating the presence of malicious actors attempting to
overwhelm the SIP infrastructure with a barrage of malicious INVITE messages.

3.3 Training SIP data generation

The INVITE flooding attack is executed by an attacker who generates malicious
INVITE messages, by spoofing the IP address and/or URI of legitimate users.
The primary objective of this attack is to overwhelm the SIP server by not re-
sponding to the SIP 200 message with an ACK SIP message. Consequently, the
server enters an ACK wait phase (timeout) while attempting to reestablish com-
munication with the client through a SIP 200 message. The attack’s effectiveness
lies in the large volume of INVITE messages sent without corresponding ACK
messages, leading to a denial of service for the SIP server.

The Mr.SIP tool uses IP spoofing attack to hide the true source of its mali-
cious traffic, making it difficult for the target system to identify the attacker and
detect the attack. This enables to evaluate the proposed framework’s robustness
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INVITE sip:service@192.168.56.101:5060 SIP/2.0
Via: SIP/2.0/UDP 127.0.1.1:5060  ; branch=z9hG4bK-1703-1-0
From: sipp <sip:sipp@127.0.1.1:5060>;tag=1703SIPpTag001
To: service <sip:service@192.168.56.101:5060>
Call-​ID: 1-1703@127.0.1.1
CSeq: 1 INVITE
Contact: sip:sipp@127.0.1.1:5060
Max-​Forwards: 70
Subject: Performance Test
Content-​Type: application/sdp
Content-​Length:   129

INVITE sip:service@192.168.56.101:5060 SIP/2.0
Via: SIP/2.0/UDP 192.168.56.106:5060 ; branch=z9hG4bK-572660336-0
From: User5 <sip:SipPhone5_192.168.56.106@192.168.56.101:5060>;tag=1159126505
To: service <sip:service@192.168.56.101:5060>
Call-​ID: 10-1827336327@192.168.56.101
CSeq: 1 INVITE
Contact: sip:SipPhone5_192.168.56.106@192.168.56.101:5060
Max-​Forwards: 70
Subject: Performance Test
Content-​Type: application/sdp
Content-​Length: 134

Original INVITE message from SIPp

Modified INVITE message from SIPp

Original fields contains

New fields contains

Fig. 3. Changes made to the content of INVITE message fields generated by SIPp to
ensure the consistency of the generated data.

against sophisticated DDoS attacks that try to obfuscate their origins, mirroring
real-world threat scenarios.

In the proposed dataset, the focus is on capturing the root cause of the
attacks, which is the excessive volume of INVITE messages without ACK mes-
sages. To highlight this aspect, only the SIP transaction of the INVITE message
is saved, omitting other related messages. This dataset structure allows for a
more specific analysis of the attack pattern. From the literature [5], on the SIP-
INVITE flooding rate, the attack can be classified flowing four categories:

Abrupt flooding behavior: the most common type of flooding attack in SIP net-
works. They occur when the SIP proxy or server receives a large number of
requests in a short period of time, in an unusual way. This suggests that the
attack does not have a specific rate or pattern.

Very high flooding behavior: the goal of this attack is to overload the system
with a large number of INVITE requests in a short space of time. The system
may then become unavailable or crash.

Stealthy flooding behavior: designed to evade detection by IDS. Attackers launch
stealthy flooding attacks at a slow rate in order to avoid triggering any alarms
or alerts. The low rate of this form of attack makes it extremely difficult to
distinguish it from regular behavior, and it keeps the flooding rate slightly below
the threshold.
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Low rate flooding behavior: attacks involving floods can occasionally be launched
at a slow rate. The low rate attack has roughly constant flooding rate, unlike
stealthy behavior.

AA A A

AA A A AA A A

(a)

(b)

(c)

(d)

Time

Time

Time

Time

AA A A AA A

AA A

n messages

{0,0,0,.......,0,0,0,0} ​scenario (a)
{0,0,0,.......,1,1,1,1} ​scenario (b)
{1,1,1,.......,0,0,0,0} ​scenario (c)
{1,1,1,.......,1,1,1,1} ​scenario (d)
{1,1,0,...,0,...,1,1,1} ​scenario (e)

Time

AA AA A A A(e) A

0 = legitimate INVITE message
1 = malicious INVITE message

Fig. 4. The different generated sequence scenarios of INVITE traffic. (a) legitimate
sequence, (b) a sequence that ends with malicious traffic, (c) a sequence that starts
with malicious traffic, (d) a sequence containing nothing but malicious traffic, (e) a
sequence containing legitimate traffic in the middle.

Giving this, the dataset contains various sequences and scenarios of the IN-
VITE flooding attack, as depicted in Fig. 4. Additionally, it includes different
sub-classes of attacks, providing further granularity and insights:

– Very low (VL): 10 messages/sec
– Low (L): 25 messages/sec
– Medium (M): 50 messages/sec
– High (H): 100 messages/sec
– Very High (VH): 500 messages/sec
– Very High ++ (VH++): 1,000 messages/sec

4 SIP-INVITE flooding detection

First, the methodology is described, including the sliding window technique and
its specific parameters, the datasets distribution and the validation process de-
signed to rigorously evaluate the proposed IDS. In addition, we discuss the se-
lected features for our training model and describe the deep learning algorithms
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used in our IDS. The effectiveness of our approach is measured, thus the per-
formance metrics we used to evaluate the model’s classification of malicious and
legitimate SIP-INVITE traffic are described.

4.1 Analyze SIP traffic in time intervals

The proposed approach to detecting malicious sequences employs a sliding win-
dow technique with specific window size and forward step values. The sliding
window size is fixed to 10 messages, corresponds to the ”very Low” scenario rate
flooding attack, e.g., 10 messages per second. This window size represents the
worst case scenario. The assumption is to train the learning model to detect the
”worst case” scenario, so that the model is able to detect other, less discrete
attack scenarios. The forward step value p between two successive sub-sequences
of transmission flows to be analyzed is set at 2, representing a shift of 2 messages
per model inference, thus ensuring overlap between two successive analyses. This
sliding window value is justified as the attacker may send only one malicious IN-
VITE message to discover and identify the SIP server or proxy. However, once
the attacker sends more than one malicious INVITE message, it indicates a po-
tential flooding attack. By using a forward step of 2 messages, the proposed
approach can effectively capture and identify the transition from potential to
an effective flooding behavior. The Fig. 5 describes the used sliding window
technique. Furthermore, regarding the encoding of SIP-INVITE sequences, a
sequence is labeled as malicious if it contains a least 2 malicious messages. Oth-
erwise, it is a legitimate sequence. This rule is explicitly outlined in Equation (1).

∀ xi, xj ∈ S; i ̸= j; if ∃ xi = 1 and xj = 1 ⇒ S = 1 (1)

Where ”x” represents an INVITE message and ”S” is a set of 10 INVITE mes-
sages representing SIP-INVITE sequence (S = {x0, . . . , x9}). Each ”x” within
the set ”S” can take one of two values: ”0” signifies a legitimate message, while
”1” is a malicious message (x ∈ {0, 1}).

By configuring the sliding window with these specific parameters, e.g., 10
messages/sec and forward step 2, we enhance the detection capability of the
proposed approach to accurately identify and classify malicious sequences in
SIP communication. Indeed, the choice of a step of 2 messages can be seen
as a pessimistic approach, as it places us in the worst-case scenario. However,
this approach has several advantages. First, it allows us to detect attacks more
quickly, the second, it is more robust to scenarios with fewer malicious messages
in the sliding window.

4.2 Dataset distribution and validation protocol

To evaluate the performance of the proposed IDS system, the Train, Validation
and Test protocol was adopted with distinct Train/Validation datasets and two
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10 messages / sequence

Step = 2 messages

(a)
Time = T0

(b)
Time = T1

(c)
Time = Tn

Traffic flow

Traffic flow

Traffic flow

Sequence encoding:  equation (1)

Fig. 5. Description of INVITE sequence detection approach: the sliding window size is
fixed to 10 messages and the step forward to 2 messages per time unit. If the sequence
contains at least 2 malicious messages, it is labeled as malicious. Otherwise, it is a
legitimate sequence.

separate Test datasets. This protocol allows to assess the effectiveness of the sys-
tem across various datasets and ensure its generalisation. The first Test dataset
is generated on the same local network used for training. This enables to evalu-
ate the performance of the IDS on typical data, guaranteeing its effectiveness in
detecting DDoS attacks in known scenarios. The second Test dataset is gener-
ated in a other local network, i.e., the IP address of the SIP client and the SIP
server are different from those used in the training phase. This scenario simulates
new data (previously unseen), representing real-world type scenarios. Evaluating
the IDS on this new data help to asses its generic aspect while detecting DDoS
attacks in diverse SIP environments.

The dataset used for training contain 1,135,855 sequences, providing a sub-
stantial amount of data for the model. To ensure the effectiveness of the model,
a separate validation set was created, consisting of 77,671 sequences. This vali-
dation set is used for the evaluation and fine-tuning of the model’s performance
during the training process. Additionally, a test set comprising 215,455 sequences
was generated to assess the final performance and generalisation of the trained
model. The test set used in this study is entirely independent of the train and
validation datasets to ensure the reliability and generic aspect of the proposed
framework.

Table 1 provides the classes distribution in each dataset. This table gives
an overview of the distribution of the two different sequences classes (labeled as
legitimate and malicious), present in the Training, Validation, and Test datasets.
This information is critical for assessing the balance of the two classes within the
datasets, which can impact the model’s performance and lead to any required
adjustments during the training and evaluation phases.
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Table 1. Data distribution of the datasets used to evaluate the models. Dataset 1 is
generated on a unique local network. Dataset 2 corresponds to the same scenarios, but
where the SIP client and SIP server IP addresses are different from those used in the
training phase.

Dataset 1 (Training) Dataset 2 (Inference)
Train Validation Test Test

Legitimate sequence 678,343 44,844 124,019 124,019
Malicious sequence 457,512 32,827 91,436 91,436

Total 1,135,855 77,671 215,455 215,455

4.3 Features selection

Table 2 presents the different main SIP fields, their corresponding data types in
the dataset and the selected SIP fields as a features to be used by the model.

– Time (Temps): The reception time of the INVITE message is an essential
feature for identifying the reception time of the sequence associated with po-
tential DDoS attacks. By analyzing the reception times of INVITE messages,
security analysts can identify patterns that may indicate a DDoS attack is
in progress. For example, if a large number of INVITE messages are received
within a short period of time, this may be indicative of a flooding attack.

– Source (IP address): This feature indicates the IP address of the client from
the sent INVITE message. The source IP address is essential in pinpointing
the origin of the message and help to identify suspicious or malicious sources
of the DDoS attacks.

– From (SIP URI of the client): The ”From” SIP-field includes the SIP Uni-
form Resource Identifier (URI) of the client, to identify the sender of a SIP
request. This information helps in characterizing the clients involved in the
communication and allow to distinguish legitimate clients from malicious
attackers.

– Call-ID (URI of the call): The Call-ID field contains the URI of the session,
providing a unique identifier for each session. This data is used for detect-
ing patterns and correlations between different INVITE messages associated
with the same session.

– Contact: This field identifies a SIP URI to which a SIP response can be sent.
The SIP contact information can help us to know the client identity.

By selecting these fields as features for the training data, the models can
learn and recognize patterns that reflect SIP-DDoS attacks. The combination
of timing reception and the selected features (selected SIP fields) enhances the
models’ ability and effectiveness to differentiate between legitimate and malicious
INVITE SIP traffic. The rationale behind excluding certain features lies in their
lack of relevance for the considered scenarios. We carefully selected features to
streamline the training phase, mitigates the risk of over-fitting and allow the
models to focus on the most informative attributes.
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Table 2. Dataset’s column and selected features.

SIP field Data type Selected features

Seq object ✗

Temps object ✓

Source object ✓

MSG object ✗

Via object ✗

From object ✓

To object ✗

Call-ID object ✓

CSeq object ✗

Contact object ✓

Max-Forwards int64 ✗

Subject object ✗

Content-Type object ✗

Content-Length int64 ✗

4.4 Deep learning models

Within the IDS system, the implemented algorithms are: Recurrent Neural Net-
work (RNN) [3], Long Short-Term Memory (LSTM) [4], and Gated Recurrent
Unit (GRU) [2]. These algorithms are good candidates for sequence analysis
and have proven to be effective in capturing temporal dependencies of data.
By leveraging these algorithms, we can effectively analyze and detect malicious
sequences in the SIP communication. The RNN architecture is designed to han-
dle sequential data by processing information in a recurrent manner. LSTM, a
variant of RNN, incorporates memory cells to capture long-term dependencies
and prevent the vanishing gradient problem. Similarly, GRU also addresses the
vanishing gradient problem while maintaining a simpler architecture compared
to LSTM. By using RNNs, LSTM and GRU in the IDS-Sequence system, we can
leverage their temporal modeling capabilities to capture the temporal properties
of SIP data traffic. The pre-training span 10 epochs and used a batch size of 250.
We implemented our approach using the PyTorch libraries and as our working
environment we used Google Colab with ”T4 GPU”.

4.5 Evaluation metrics

To evaluate the proposed IDS, the following metrics are used: accuracy, preci-
sion, recall, and F1-score. These metrics are used for assessing the performance
of our detection model for classifying malicious and legitimate SIP-INVITE traf-
fic. In addition to the above metrics and for the sequences based approach, the
Intersection over Union metric (IoU) and detection time are also used for the
sequences classification. IoU is a typical metric used for tasks related to ob-
ject detection and segmentation. It measures the overlap between the predicted
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region and the ground truth region of an object. In the context of sequence clas-
sification, IoU can be utilized to determine the similarity between predicted and
expected classifications.

Detection time is a critical metric used for measuring the time cost and
efficiency of the proposed model for detecting malicious SIP-INVITE traffic. It
assesses the delay between the time of the received sequence and the time the
sequence is correctly classified as malicious or legitimate.

By exploiting these metrics, we provide an extensive and comprehensive per-
formance evaluation for detecting and classifying the malicious and legitimate
SIP traffic, with effectiveness.

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision =
TP

(TP + FP)
(3)

Recall =
TP

(TP + FN)
(4)

F1-score = 2× Precision× Recall

Precision + Recall
(5)

IoU =
TP

TP + FP + FN
(6)

Where True Positives (TP) correspond to the number of instances detected as
true malicious traffic. True Negatives (TN) is the number of instances detected
as false malicious traffic. False Positives (FP) is the number of instances the
legitimate traffic is detected as a malicious traffic. And, False Negatives (FN)
correspond to the number of instances the malicious traffic is detected as a
legitimate traffic.

5 Evaluation

The results in terms of classification, based on the performance metrics, give
a high rate for RNN, LSTM, and GRU for each dataset 1 and 2 (Accuracy
= 99.9%, Precision = 99.9%, Recall = 99.9%, F1-score = 99.9% and IoU =
99.9%). Also, the performance gap between RNN, LSTM and GRU models is
significantly low, with standard deviation of ±0.02. Given this, we propose to
focus the analysis based on the comparison of the other metrics: FP, FN and
”misclassifed sequence” and ”inference time”.

The Table 3 presents the results obtained from the RNN, LSTM and GRU
models for the two distinct datasets. The evaluation is performed based on mis-
classified sequences, inference metrics, False Negatives (FN), and False Positives
(FP). As shown, GRU outperforms LSTM and RNN models in terms of misclas-
sified sequences. In the dataset 1, the GRU model misclassifies only 63 sequences,
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demonstrating its superiority over the RNN and the LSTM models, which reach
respectively 102 and 109 sequences. For the dataset 2, the GRU model also
outperforms LSTM and GRU, with 48 misclassified sequences, while the LSTM
misclassifies 85 sequences, and RNN misclassifies 103 sequences.

Table 3. Malicious sequence detection results on the two datasets.

Dataset 1

RNN LSTM GRU
Misclassified sequences 102 109 63

Inference Time (10 messages) 700.00 µs 749.00 µs 763.00 µs
FP 0.05 % 0.1 % 0.05 %
FN 0.04 % 0.01 % 0.01 %

Dataset 2

RNN LSTM GRU
Misclassified sequences 103 85 48

Inference Time (10 messages) 695.00 µs 753.00 µs 757.00 µs
FP 0.05 % 0.06 % 0.03 %
FN 0.04 % 0.01 % 0.01 %

From the inference metrics, the RNN models showcase better inference times.
For dataset 1, RNN processes 10 INVITE messages within 700 µs, whereas the
GRU model is slightly higher, with a processing time of 763 µs. For dataset
2, RNN shows a lower inference time of 695 µs, while GRU gives 757 µs for
the inference time. Regarding the False Positives (FP) parameter, GRU also
outperforms RNN and LSTM, showcasing its effectiveness in minimizing FP. For
dataset 1, GRU achieves an height performance results, with a False Positive rate
of 0.05%, equivalent to the RNN. For dataset 2, GRU maintains its superiority,
achieving a False Positive rate of 0.03%. In contrast, RNN reports a slightly
higher False Positive rate of 0.05%, while LSTM shows the highest False Positive
rate of 0.06%. Regarding the False Negatives (FN) metric, GRU emerges as the
front-runner, showcasing its capability to minimize missed classification. For
both datasets 1 and 2, GRU achieves a significant low False Negative rate of
0.01%, outperforming RNN by 0.04% while matching the performance of LSTM.

Table 4 provides a detailed and comprehensive illustration regarding the
distribution of misclassified sequences within the dataset. It highlights specific
sequence patterns that consistently pose challenges for the classification models.
These specifics sequences patterns are the most frequently misclassified patterns
compared to the others and need further investigations.

In addition, it shows the frequency of misclassifications for GRU, LSTM
and RNN. ”T-1” and ”T-2” in the table indicate their performance for Test
datasets 1 and 2. Particularly the sequences (1, 1, 0, 0, 0, 0, 0, 0, 0, 0) and
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(0, 0, 0, 0, 0, 0, 0, 0, 1, 1) are of particular interest. Indeed, these sequences
are somehow challenging for GRU, LSTM and RNN, as they are frequently
misclassified. Furthermore, the sequence (0, 0, 0, 0, 0, 0, 0, 0, 1, 0) appears to
be challenging for both LSTM and GRU, as they are also misclassified.

Table 4. Results for the frequency of pattern classification errors in dataset 1 (T-1)
and dataset 2 (T-2).

Sequence pattern Train Test
LSTM GRU RNN
T-1 T-2 T-1 T-2 T-1 T-2

(1, 0, 0, 0, 0, 0, 0, 0, 0, 0) 500 95 0 7 0 0 21 29
(1, 1, 0, 0, 0, 0, 0, 0, 0, 0) 529 93 31 26 11 8 11 12
(1, 1, 1, 0, 0, 0, 0, 0, 0, 0) 628 110 9 6 0 2 0 0
(1, 1, 1, 1, 0, 0, 0, 0, 0, 0) 1,080 200 8 3 0 0 0 0
(0, 0, 0, 0, 0, 0, 0, 0, 1, 0) 31 7 5 5 7 6 0 0
(0, 0, 0, 0, 0, 0, 0, 0, 1, 1) 553 100 9 9 18 12 20 19

62 56 36 28 52 54

In conclusion, the performance results highlight that GRU stands out as the
most effective and efficient candidate for our classification and use case. Although
the GRU model shows the lowest inference times (763 µs for Test dataset 1, 757
µs for Test dataset 2), the gap is not significant compared to the other models
(LSTM and RNN) and does not impact the IoT-SIP sessions (few ms to few
sec).

6 Conclusion

We have proposed a framework for detecting and mitigating SIP-INVITE flood-
ing attacks in SIP based IoT infrastructure. We also demonstrate the effec-
tiveness and robustness of our proposed approach through extensive and com-
prehensive experiments and evaluations under various simulated scenarios. The
framework comprises a dataset generated exploiting SIPp and Mr.SIP tools, con-
taining legitimate and malicious INVITE message simulations under various sce-
narios with different message rates. Scenarios range from 10 messages/s to 1000
messages/s, allowing comprehensive evaluation of the proposed framework. The
core component of the proposed framework is a contribution for a GRU-based
IDS designed to analyze incoming SIP traffic in real time. GRU constitutes a
good candidate for capturing temporal patterns and characteristics in sequential
data, while identifying INVITE flooding patterns. By leveraging our datasets for
training, the GRU-based IDS is able to distinguish in real time and with high
accuracy legitimate and malicious SIP-INVITE messages. The results confirm
that the proposed approach and framework can be effectively deployed in SIP
based IDS for IoT environments.
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For short-term perspectives, we envision two directions: the first one is to
investigate the impact of different step values on detection metrics, e.g., per-
formance comparison for step value equal 5 and 10. The second direction is to
deploy our proposed solution in real IoT based IDS platform and test-bed.
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